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1. INTRODUCTION
DNA, or deoxyribonucleic acid, encodes the architecture
and function of cells in all living organisms. DNA, shown
in Figure 1, is made of a sequence of four bases: thymine
(T), cytosine (C), adenine (A), and guanine (G) (see Fig. 2
for a schematic of each base), attached to a phosphate-sugar
backbone. Any particular sequence forms a single strand of
DNA. Two strands may come together through hydrogen
bonding of the bases A with T (AT) and G with C (GC).
This forms the double helix structure discovered by Watson
and Crick [1].
Apart from its fundamental role in defining the genetic

code of living organisms, DNA’s electronic and self-assembly
properties have been the subject of much investigation over
the past decade. Both properties bear enormous importance
in understanding the functionalities of DNA in living cells
and indicate that DNA could be of use in nanoscience. On
the one hand, the transport properties of DNA are of inter-
est in several disciplines because of their relevance to dam-
age and mutation in DNA [2–13]. On the other hand, the
use of molecules and nanomaterials to develop new ways of
detecting, manipulating, and sequencing DNA is being pur-
sued [14–25]. The charge transport properties of DNA are
central to such developments. For instance, electrochemi-
cal detection of structural changes, due to protein binding
or base mismatches, is currently being examined [26–34]. It
has also been suggested that new read-out schemes on DNA
chips [35], which can detect for the presence of different
DNA sequences, might exploit the electronic properties of

DNA [36]. Finally, understanding charge transport in DNA
can shed new light on the transport properties of other sys-
tems with �–� interactions, that is, molecular crystals and
discotic materials [37–39].
It was suggested early on that DNA could be a conductor

because of the formation of a �-band across the different
bases. Many researchers subsequently looked into this pos-
sibility [40–59]. �-stacking is important in the conducting
properties of several other organic molecules [60–65]. In the
early 1990s, the idea that DNA might conduct started to
be pursued with more vigor. When Murphy et al. [66] sug-
gested that electron transfer through DNA was responsible
for fluorescence quenching of an excited molecule, intense
debate was started over the charge transport properties of
DNA [36, 67–100].
Since these early investigations, many researchers have

looked at the transport properties of DNA and have found
that it behaves as a conductor, semiconductor, or insulator,
in what seems to be contradictory conclusions. The apparent
contradictions have been attributed to the large phase space
in which DNA can be prepared and probed (see, e.g., [36]).
Many experimental conditions and attributes of the specific
DNA used, including base sequence, length, orientation,
counterions, temperature, electrode contact, adsorption sur-
face, fluctuations, and so on, could affect its conducting
properties. As a consequence, although much progress has
been made, DNA’s transport properties are still in question.
Despite the debate on whether DNA conducts or not,

its self-assembly properties are being used to create novel
nanoscale structures. For instance, silver wires and palla-
dium wires were made using a DNA template [101, 102].
Devices that exploit DNA’s complex properties are currently
envisioned as transistors, biosensors, molecular memories,
and complex circuits [103–114].
In this chapter, we will discuss the research done in under-

standing charge transport in DNA, and the novel electronic
structures and devices that have been made using this impor-
tant biological molecule. This chapter is organized as fol-
lows: in Section 2, we discuss the complex structure of DNA
and the different DNA structures used in charge transport
experiments. In Section 3, we review the experiments that try
to identify the transport mechanism in DNA, both directly
and indirectly, and the different theoretical interpretations
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Figure 1. (a) DNA double helix. The DNA double helix is made of
two strands, which are each a sequence of four bases attached to a
phosphate-sugar backbone. The bases opposite each other on the two
strands are bonded by hydrogen bonds. (b) Schematic of the chemical
structure of the phosphate-sugar backbone of a single strand of DNA.

of charge transport that have been suggested over the years.
Finally, in Section 4, we outline the possible applications of
DNA in nanoscale electronics.

2. DNA STRUCTURE
DNA is a macromolecule made of four different monomers.
Each monomer unit, called a nucleotide, consists of a phos-
phate group, a 2′-deoxyribose (a 5-carbon sugar), and one of
four bases shown in Figure 2. The monomers are attached
through a phosphodiester link. The pKa of the phosphate
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Figure 2. The four bases that compose DNA: (a) adenine, (b) guanine,
(c) thymine, and (d) cytosine.

group is near one, making it a strong acid. At physiolog-
ical pH, it will therefore be negatively charged in solu-
tion. This charge is partially neutralized by counterions, such
as sodium (Na+), potassium (K+), and magnesium (Mg2+).
Within the monomer, the 5′ and 3′ carbons are the carbons
attached to the phosphate group on either side.
Polynucleotides (i.e., any sequence of single nucleotides)

are actually thermodynamically unstable in vivo (in liv-
ing organisms), that is, in an aqueous environment. The
hydrolyzation of the linking oxygen, that is,

–O–+H2O −→ –OH+HO–

in the phosphodiester group forms the individual monomer
units, which are more stable. This process, however, is
extremely slow without the presence of a catalyst. Nucle-
ases are enzymes in living organisms which act as catalysts
in this reaction to break down polynucleotides in food. It
is common when directly measuring current–voltage (I–V)
characteristics of DNA to use these enzymes to break DNA.
Double-stranded DNA is due to hydrogen bonding

between bases on two single strands. In this case, the bases
come together in what is called Watson–Crick base pairing.
The A base only pairs with T, and the G base only pairs
with C. These pairs allow for the formation of the double
helix, a secondary structure of DNA (see Fig. 1). The car-
bons which bond to the phosphate-sugar backbone on each
side of either base pair are the same distance apart, which
allows for the regular structure of the helix.
In B-DNA, the common type of DNA found in cells of

living organisms, the center of the base pairs lies along the
helix axis. The helix is right handed. The base pairs are
slightly tilted with respect to this axis and are separated
by a distance of about 3.4 Å. This is close to the 3.3 Å in
stacked phthalocyanines in which charge transport is per-
pendicular to the plane of the molecule [60]. There are, on
average, 10 base pairs with each turn of the helix, which
gives an average 36-degree angle between successive base
pairs. However, the base-pair sequence and interaction with
other molecules (e.g., counterions, proteins) can cause devi-
ation from these average values.
Another form of DNA, A-DNA, is quite different from

B-DNA; see Figure 3. In this structure, the base pairs
are more tilted with respect to the helix axis. This should

(a)

(b)

Figure 3. Top and side views of (a) B-DNA and (b) A-DNA.
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significantly alter the electronic properties of DNA, espe-
cially if charge transport is through a �-channel [89]. The
B-DNA is more stable than A-DNA in aqueous environ-
ments, due to water molecules that bind along the length
of the chain. There are many other forms of DNA, includ-
ing H-DNA, a triple helix whose formation is favored when
there is a single strand of all purine bases (A and G) and a
strand of all pyrimidine bases (C and T).
Single-stranded DNA has a mostly random structure.

However, in some parts of the single strand there can
be a secondary structure if self-complementary regions are
present. In these regions, the DNA can pair up with itself
and form a double helix.
A typical sequence of DNA used in charge transfer

experiments is �-DNA, which comes from a virus called
Phage Lambda. The sequence consists of about 50,000
base pairs, which gives a length of about 16 �m. This is
a complex sequence of DNA. Another natural sequence
of DNA used in such experiments is calf-thymus DNA.
Other common synthetic sequences of DNA are the homo-
geneous sequences, in which one strand is made of just
one nucleotide and the other of its complement. These
can either be poly(dG)–poly(dC) or poly(dA)–poly(dT). The
DNA sequence can be cut to the length required in the
experiment.
Finally, some experimental groups have used synthetic

DNA hairpins to perform fluorescence and charge trans-
fer measurements. Natural DNA hairpins are single strands
of DNA which fold back onto themselves due to a self-
complementary region. The synthetic DNA hairpins used
are two short complementary polynucleotides linked with a
fluorescent organic molecule, which stabilizes the structure.

3. CHARGE TRANSPORT IN DNA

3.1. Indirect Measurements of Charge
Transport in DNA

In the early 1990s, Murphy et al. suggested that charge is
transferred through DNA from an excited donor to an elec-
tron acceptor [66]. The donor and acceptor used in the
experiment were metal complexes intercalated in a 15-base
pair double-strand DNA. The intercalated donor complex
was photoexcited in solution; in the absence of the acceptor,
it would emit light. However, in the presence of the accep-
tor, the luminescence was found to be quenched at a high
rate, suggesting that DNA carries charge from the donor
to the acceptor. This was extraordinary since the estimated
distance that charge was supposed to travel was about 4 nm.
In similar experiments, Brun and Harriman et al. used

organic donors and acceptors [59, 115, 116]. They found
that charge-transfer rates drop off fast as the length of the
DNA increases; this is opposed to the findings of Murphy
et al. [66]. Later on, Lincoln et al. conducted experiments
with the metal complexes used by Murphy et al. [117] and
modeled the data. The results suggested that the metal
complexes must cooperatively bind onto the DNA, which
explains the fast rate of charge transfer and its small “dis-
tance dependence” [117, 118]. After these reports, more
experimental and theoretical research was done, adding to
the seemingly contradictory results [96–100].

The contradictory results were attributed to various fac-
tors, including base sequence and how the charge was
injected in the system (i.e., using intercalated metal com-
plexes rather than intercalated organic molecules, etc.).
More recent measurements [119, 120] were performed
under more controlled conditions, and the sequence depen-
dence of charge transfer has been systematically investi-
gated. In many of these experiments, holes were injected
into a GC pair; three GC pairs, with the G’s on one strand
(GGG), were the acceptors. The main findings are that
DNA transfers charge over long distances of up to hundreds
of angstroms [120]. However, the rate of transfer strongly
depends on the base sequence. The rate of charge transfer
between a hole injector (e.g., organic chromophore) and a
GC pair, separated by a small number of AT pairs, drops
off exponentially with the number of AT pairs. However, the
rate stays relatively constant with increasing number of AT
pairs when there are more than four AT pairs. This has been
attributed to a change of transfer mechanism from coherent
tunneling to hopping, which will be discussed in Section 3.3.
Henderson et al. covalently attached an anthraquinone

derivative to a 60-base pair DNA oligomer [121]. The
anthraquinone derivative was irradiated with ultraviolet
light, which produces a radical cation on the GC pair
attached to the quinone. The cation can then migrate down
the length of DNA, where there are GG sequences in sev-
eral places. The location of the charge can be detected as
strand scission at these places with treatment of piperidine.
This yields an exponential dependence of the charge trans-
fer up to about 18 nm of DNA length, with a very large
decay length.
Using stilbenedicarboxamide (SA) linked to a DNA hair-

pin, Lewis et al. examined the distance dependence of
charge transfer [73]. The experiment consisted of attaching
SA to the end of one sequence of T’s and one sequence of
A’s. A GC pair was substituted for one of the AT pairs. This
GC pair behaved as an acceptor. It was found that, if the
GC pair was directly attached to the SA, the fluorescence of
the photoexcited SA was quenched. If the GC pair moved
away from the SA, the quenching rate decreased. When the
GC pair had four AT pairs separating it from the SA, there
would be very little quenching. This suggests a strong dis-
tance dependence of the quenching rate when there are a
few AT pairs separating the donor and acceptor. However, it
was found that if there are long sequences of DNA with only
AT pairs, there would be thermal hopping through the AT
bridge. The A base would carry the holes since it has the sec-
ond smallest ionization potential [122]. Giese et al. observed
that the amount of charge on a GGG triplet transferred
across a bridge of n AT pairs decreases rapidly as the num-
ber of AT pairs increases from one to three [123]. However,
a further increase in the number of AT pairs would only
slightly reduce the amount of charge transferred [123–125].
This can be explained by the formation of the highest occu-
pied molecular orbital band across the AT pairs, which low-
ers the energy barrier for hole transfer. We will discuss this
mechanism in more detail in Section 3.3.
More recently, contactless measurements of the conduct-

ing properties of DNA have indicated that this molecule is
not a conductor [126–130]. These experiments have been
designed to minimize contact effects. The contacts could
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be the source of high resistance observed in direct mea-
surements [128]. These experiments were done by adsorbing
both DNA and single-walled nanotubes on different insu-
lating substrates. A gold electrode was then evaporated on
part of the substrate. Using a scanning force microscope
(SFM) tip, the DNA molecules were imaged near the elec-
trode. The same area was reimaged with a voltage of 1.6 V
applied to the tip. The nanotubes contrasted more intensely
to the substrate due to electrostatic interaction. However,
no additional contrast was seen in the case of �-DNA or
poly(dG)–poly(dC). DNA molecules that were not partly
covered by the gold electrode, but were in contact with a
nanotube, were also imaged. No additional contrast was seen
in this case either. Using an oscillating SFM tip, the single-
walled nanotubes and the DNA with no electrode were also
scanned [128]. In this process, the frequency of the SFM
tip oscillations should decrease if the specimen is conduct-
ing, due to the polarization of the sample. The decrease in
frequency was actually observed for the nanotubes, but not
for DNA, suggesting that the molecule behaves as an insu-
lator [128]. However, in this case, the insulating character of
DNA could be due to distortions caused by the substrate.
In another indirect measurement, Tran et al. measured

the resistance of �-DNA via the change in the quality fac-
tor of a resonant cavity when the DNA is placed in it [130].
The �-DNA has been found to have a conductivity on the
order of 1 (� cm)−1 or, assuming a DNA diameter of
2 nm, a resistance of about 1010 � for the full length �-DNA
(∼16 �m).

3.2. Direct Measurements
of Current–Voltage Characteristics

Fink and Schonenberger performed the first direct measure-
ment of the conducting properties of DNA [131, 132]. The
resulting I–V characteristics are shown in Figure 4. It was
found that �-DNA is a good conductor, with a resistance
comparable to that of conducting polymers. The experiment
was done in vacuum, where a drop of solution containing
DNA was placed onto a gold-covered carbon foil with 2 �m
holes. Excess solution was removed with blotting paper. The
holes were imaged with a low-energy electron point source
(LEEPS) microscope, which is claimed to not radiatively
damage DNA [131, 133]. Upon scanning, holes were occa-
sionally found with only one DNA rope (e.g., several DNA
molecules twisted together) spanning across it. The DNA
ropes were then broken by using a tungsten tip. The tip
was also used to apply a bias across the DNA. A 600 nm
portion of a DNA rope produced a resistance of 2.5 M�.
This provides an upper value for the resistance of DNA,
since some finite contact resistance is expected to contribute.
Since the experiment was done in vacuum, ionic conduc-
tion could not account for the transfer mechanism. How-
ever, this experiment does not rule out that ions trapped
by the DNA might have changed its electronic structure,
allowing for higher conductivity. There has also been some
evidence that LEEPS imaging contaminates the DNA and
can account for the conducting behavior observed in this
experiment [134].
In other direct measurements, researchers have found

that DNA acts as a large bandgap semiconductor. For
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Figure 4. I–V characteristics of DNA ropes. (a) I–V curve for a sin-
gle rope 600 nm long. The inset shows the LEEPS image of DNA
rope attached to a tungsten tip. (b) I–V curve for two ropes in paral-
lel. The inset shows the LEEPS image of the DNA ropes attached to
the tungsten tip. Reprinted with permission from [131], H.-W. Fink and
C. Schonenberger, Nature (London) 398, 407 (1999). © 1999, Nature
Publishing Group.

instance, Porath et al. measured the conductivity in
poly(dG)–poly(dC) DNA [135]. The homogeneous sequence
is ideal for overlap of �-orbitals in adjacent base pairs.
These experiments were done using a DNA oligomer
30 base pairs long or, equivalently, 10.4 nm long. An electro-
statically trapping technique [136, 137] was used to position
single DNA molecules between two electrodes 8 nm apart
(see Fig. 5). The sample was then dried with a flow of nitro-
gen. The I–V characteristics of this experiment are shown
in Figure 5. As is clear from Figure 5, the DNA oligomer
does not conduct charge for biases below about 1 V at room
temperature, which shows that poly(dG)–poly(dC) DNA
behaves like a semiconductor with a large bandgap. As in
previous measurements, these results do not rule out the
possibility that ions could be attached to the DNA, thus
modifying its electronic structure. In Section 3.3, we dis-
cuss the possibility that the DNA backbone could induce the
semiconducting behavior.
Watanabe et al. measured charge transfer in a single

DNA molecule from a biological source using an atomic
force microscope (AFM) with a carbon nanotube tip and a
two-probe “nanotweezer” made with two multiwalled car-
bon nanotubes, shown in Figure 6a [138]. Vibrating the
two probes of the nanotweezer ensured that the probes
did not adhere to each other or the sample. Watanabe
et al. reported that the probes could be positioned with
roughly 2 nm accuracy. The DNA was deposited on a
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Figure 5. I–V characteristics for single poly(dG)–poly(dC) DNA
molecules. The different curves show repeated measurements. The
upper inset shows the experimental setup. The lower inset shows the
electrodes separated by a 8 nm gap. Reprinted with permission from
[135], D. Porath et al., Nature (London) 403, 635 (2000). © 2000, Nature
Publishing Group.

SiO2/Si�100� surface and dried under a flow of nitrogen gas.
Afterwards, the sample was kept in a nitrogen atmosphere.
Figure 6b shows the I–V characteristics at room temperature
for a 25 nm separation of the source and drain. The mea-
surements in Figure 6b indicate that double-strand DNA is
semiconducting with a voltage gap of about 2 V. Applying a
gate voltage with the carbon nanotube tip reduces this gap
significantly. Figure 7 shows the I–V characteristics at room
temperature if the carbon nanotube tip is placed across the
DNA molecule. The tip is held at 2 V. A Coulomb blockade-
like staircase is observed whose origin is still unclear.
Hwang et al. made direct measurements using gold elec-

trodes on a SiO2 substrate [139, 140]. A drop of a solu-
tion of 60 base pair poly(dG)–poly(dC) DNA was deposited
between the electrodes and then dried with nitrogen gas.
Almost linear I–V characteristics were found with electrodes
separated by a 30 �m gap. However, when the electrode gap
was reduced to 20 nm, highly nonlinear I–V characteristics
and a large voltage gap were found.
De Pablo et al. recently performed measurements on the

resistance of �-DNA by depositing DNA on a mica sur-
face next to a gold electrode. A gold-covered SFM tip was
positioned close to one of the DNA chains to function as
a second contact. Using the SFM tip at different distances
from the electrode, a lower resistivity limit of 104 � cm
was found for a DNA molecule. The same authors reported
a lower resistivity limit of 106 � cm for a DNA molecule
using a different method. These results suggest that �-DNA
is an insulator. This is in clear contradiction with previous
results obtained by Fink and Schonenberger [131]. De Pablo
et al. [134] suggest that the disagreement could be due
to the effect of the low-energy electron beam Fink and
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Figure 6. (a) AFM image (scale bar, 10 nm) of the experimental setup.
p1 is the source and p2 the drain of the two-probe nanotweezer. NT is
the carbon nanotube used to apply the gate voltage. (b) I–V character-
istics of biological DNA at different gate voltages, VG. Reprinted with
permission from [138], H. Watanabe et al., Appl. Phys. Lett. 79, 2462
(2001). © 2001, American Institute of Physics.

Schonenberger use to image the DNA ropes [131]. In order
to prove this, de Pablo et al. irradiated their samples in a
vacuum with a low-energy electron beam and found that
the DNA resistivity is greatly reduced after irradiation [134].
SFM images show that the sample had indeed been contam-
inated by the electron beam.
Kasumov and Klinov [141] offered another possible expla-

nation for the discrepancy. These authors suggest that
the compression induced by depositing DNA on surfaces
changes its electronic structure. By depositing �-DNA on
a mica substrate partially covered with platinum, Kasumov
and Klinov found, by simultaneously measuring the DNA
height and conductivity using an AFM, that DNA did not
conduct and its height was 1 nm. However, if pentylamine
vapor was diffused on the Pt/mica surface before deposit-
ing the DNA, its height was found to be about 2 nm. At
the same time, the DNA was found to conduct. The authors
explained this observation by the reduction of the interac-
tion of the mica substrate with the DNA after vapor dis-
charge. Other studies seem to support the finding that the
DNA height changes on different substrates [142].
The change in conductivity due to the different compres-

sions can be explained as follows: If the charge transport
relies on a very organized DNA chain (i.e., if the transport
is through the �-channel), then compression will disrupt the
�-channel greatly. The compression could be of such a mag-
nitude that the single strands in the DNA duplex are essen-
tially independent, a case which is believed to lead to small
conductivity [92].
Storm et al. measured the conductivity of single DNA

molecules and bundles of DNA molecules, finding for
mixed-sequence, 1.5 �m long, DNA molecules on a SiO2
surface between two gold electrodes about 300 nm apart a
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Figure 7. (a) AFM image (scale bar, 10 nm) of the experimental setup.
The nanotube gate, NT(G), is placed across the DNA molecule. The
source, NT(S), and drain, NT(D), are separated by 5 nm. (b) I–V char-
acteristics when the carbon nanotube tip is placed across the DNA
molecule. The inset shows the current versus the gate voltage at a
source-drain voltage of 0.5 V. Reprinted with permission from [138],
H. Watanabe et al., Appl. Phys. Lett. 79, 2462 (2001). © 2001, American
Institute of Physics.

lower resistance limit of 10 T� for about 10 molecules in
parallel [143]. These measurements were done at ambient
conditions. The DNA was bonded to the electrodes through
a thiol group. Other samples with different electrode spac-
ing also showed large resistance. However, the DNA height
was measured to be 0.5 nm, suggesting that the compres-
sion induced by the surface may play a prominent role in
decreasing the conductivity in this case. A similar device

made of a mixed-sequence, 300 nm long DNA, and platinum
electrodes at a distance of 40 nm on a SiO2 substrate, also
showed a resistance of 10 T�. Finally, poly(dG)–poly(dC)
DNA with no thiol groups showed resistances greater than
1 T� on both SiO2 and mica substrates.
Yoo et al. measured the conductance in poly(dG)–

poly(dC) and poly(dA)–poly(dT) DNA [144]. Poly(dG)–
poly(dC) DNA 1.7–2.9 �m long and poly(dA)–poly(dT)
DNA 0.5–1.5 �m long were used in the experiments. DNA
was electrostatically trapped [137] between electrodes 20 nm
apart and dried with nitrogen. Measurements at both ambi-
ent conditions and in a vacuum were performed, with no
substantial change in the results. The I–V characteristics for
poly(dA)–poly(dT) DNA showed a large bandgap at tem-
peratures lower than 161 K. A strong temperature depen-
dence of the current was also observed [144]. This can
be accounted for by a small polaron hopping model [145],
where the current is given by

I ∝ sinh bV exp �−Ea/kBT � (1)

where Ea is the activation energy, T is the background tem-
perature, b = ea/2kBTd, e is the electron charge, a is the
hopping distance, and d is the distance between the elec-
trodes. Equation (1) describes the I–V characteristics of
poly(dA)–poly(dT) DNA very well if b is taken to be inde-
pendent of temperature. Poly(dG)–poly(dC) DNA displays
similar temperature behavior to that of poly(dA)–poly(dT)
DNA, but with a much lower resistance of 1.3 M� at room
temperature compared to 100 M� for poly(dA)–poly(dT)
DNA. Poly(dG)–poly(dC) DNA shows the correct temper-
ature dependence of b. Furthermore, poly(dG)–poly(dC)
DNA shows temperature dependence of the current down to
4.2 K and seems to have two molecular vibration frequencies
which contribute to the polaron motion, whereas poly(dA)–
poly(dT) DNA shows temperature dependence only down
to 50 K and seems to support only one molecular vibration.
Yoo et al. also performed I–V measurements with a gate

bias [144] and found that poly(dA)–poly(dT) DNA has
larger conductance upon application of a positive gate volt-
age, while poly(dG)–poly(dC) DNA has enhanced conduc-
tance under negative gate voltage conditions. Thus, in these
experiments, poly(dA)–poly(dT) DNA displays n-type con-
ducting behavior, while poly(dG)–poly(dC) DNA displays
p-type behavior.
In addition to semiconducting and insulating behav-

ior, Kasumov et al. reported proximity-induced supercon-
ductivity (i.e., superconductivity induced by the nearby
electrodes) in DNA [146]. Using sputtering techniques,
Kasumov et al. deposited rhenium/carbon electrodes on a
freshly cleaved mica surface [146]. The rhenium layer was
2 nm thick, and the carbon layer developed into clumps (see
Fig. 8). A flow of 16 �m long �-DNA solution parallel to
the electrodes introduced about 100 to 200 DNA molecules
bridging the gap between the electrodes.
The overall resistance of the structure decreased from

1 G�, with no DNA molecules deposited, to a few k� after
deposition (or a few hundred ohms per DNA molecule).
The structure showed no decrease in resistance when
treated with the buffer solution without the DNA. Kasumov
et al. used a low-powered focused laser beam to destroy
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Figure 8. (a) A schematic of the rhenium/carbon electrodes. (b) AFM
image of the Re/C film with deposited DNA molecules. The small
arrows show the DNA molecules and the large arrow shows the direc-
tion of the solution flow. Reprinted with permission from [146], A. Yu.
Kasumov et al., Science 291, 280 (2001). © 2001, The American Asso-
ciation for the Advancement of Science.

DNA molecules within the gap, except for in a narrow por-
tion. In this way, three different samples were obtained with
approximately 10 DNA chains (DNA1), 40 DNA chains
(DNA2), and 2–3 DNA chains (DNA3), respectively. The
resistance of all three samples increased as the temper-
ature decreased. However, DNA1 and DNA2 decreased
in resistance below the superconducting transition of the
electrodes (see Fig. 9). The application of a magnetic
field increased the resistance at temperatures close to the
superconducting transition, which is the case for proximity-
induced superconductivity [146]. The DNA3 sample showed
an increased resistance even below the superconducting
transition and a decreased resistance with increasing mag-
netic field, suggesting that this was not a case of proximity-
induced superconductivity [146]. In order to prove that
these unusual conducting properties are attributable to
DNA bridging the electrodes, the samples were reheated
to room temperature and treated with a flow of buffer
solution for about 30 minutes. This did not result in a
change of resistance. When DNase was added, however,
the resistance increased back to that of the original elec-
trode systems (without the DNA), showing that the trans-
port was indeed taking place through the DNA molecule.
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Figure 9. Resistance measurements as a function of temperature for
�-DNA between superconducting electrodes for the three samples
discussed in the text. Reprinted with permission from [146], A. Yu.
Kasumov et al., Science 291, 280 (2001). © 2001, The American Asso-
ciation for the Advancement of Science.

Although not conclusive, the results of Kasumov et al. show
that proximity-induced superconductivity can be realized in
DNA, and that thermal hopping is an unlikely mechanism of
transport in �-DNA, since the resistance does not increase
strongly with decreasing temperature.
Other researchers have measured conductivity in DNA

networks. Cai et al., for instance, investigated networks
of poly(dG)–poly(dC) DNA and networks of poly(dA)–
poly(dT) DNA self-assembled onto a mica surface (see
Fig. 10) [147]. The samples were made of a drop of a DNA
solution adsorbed onto a freshly cleaved mica surface and
incubated for about one minute. The excess solution was
then removed and dried with a flow of nitrogen gas. The
sample was also kept under vacuum conditions for 5 to
12 hours, after which the electrical characteristics were mea-
sured. The poly(dG)–poly(dC) DNA networks show a “uni-
form reticulated structure” opposed to poly(dA)–poly(dT)
DNA which forms a cross-linked network. Details of these
structures can also be controlled [148–150]. A gold elec-
trode was evaporated to form a contact to the DNA net-
work, as shown in Figure 10c and d. Using a conducting
probe AFM, Cai et al. measured the I–V characteristics of
these networks. Without DNA, a noise of about 1 pA was
measured. Placing the AFM tip 100 nm away from the gold
electrodes (see Fig. 11a), the current in poly(dG)–poly(dC)
DNA displayed ohmic behavior. Poly(dG)–poly(dC) DNA
also exhibited p-type rectifying behavior (see Fig. 11d).
Poly(dA)–poly(dT) DNA, on the other hand, displayed
much higher resistances. However, in this case as well, ions
from the buffer solution could have changed the electronic
properties of the DNA.

(a) (b)

(c) (d)

250 nm 250 nm

250 nm 250 nm

Figure 10. AFM images of self-assembled networks of (a) poly(dA)–
poly(dT) DNA and (b) poly(dG)–poly(dC) DNA. (c) Poly(dA)–
poly(dT) DNA with a gold electrode and (d) poly(dG)–poly(dC) DNA
with a gold electrode. Reprinted with permission from [147], L. Cai
et al., Appl. Phys. Lett. 77, 3105 (2000). © 2001, American Institute of
Physics.
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acteristics for poly(dG)–poly(dC) DNA. (d) Rectifying curve for
poly(dG)–poly(dC) DNA. Reprinted with permission from [147], L. Cai
et al., Appl. Phys. Lett. 77, 3105 (2000). © 2001, American Institute of
Physics.

Zhang et al. [151] recently focused on eliminating, or
at least reducing, two experimental factors, contact resis-
tance [152, 153] and ions from the solutions, which could
have caused the large discrepancy between previous exper-
imental results. Such direct measurements indicate that
DNA is generally insulating. �-DNA on a quartz substrate
between 4 �m thick gold electrodes was used in these exper-
iments. The DNA ends were modified to include a T base
with a thiol group, so that the base could easily bind to the
gold electrodes. The electrode distance was fixed at 4 or
8 �m. A solution of DNA molecules was applied to the elec-
trodes and then diffused across the electrodes by a flow of
solution. Mg2+ ions were introduced so that the DNA could
stick to the quartz surface while it was rinsed with NH4Ac
to remove leftover salt from the buffer solution. The volatile
NH4Ac was then removed under vacuum. The correspond-
ing I–V characteristics showed no conduction for an applied
voltage of up to 20 V for �-DNA between electrodes 4 �m
apart. A lower resistivity limit of 106 � cm was found for
biases up to 20 V.
These results suggest that the lower resistivities measured

by other groups are due to ionic contamination from the
buffer solution and/or from other sources. The influence
of ions and humidity on both the structure and the elec-
tronic properties of DNA has also been intensively studied
by other researchers [154, 155]. Lee et al. did experi-
ments to examine the influence of both humidity and oxy-
gen on the conductance properties of DNA [155]. Trapped
oxygen has been found to dope poly(dG)–poly(dC) DNA
with holes and increase its conductivity. In these experi-
ments, 1.7–2.9 �m poly(dG)–poly(dC) DNA and 0.5–1.5 �m
poly(dA)–poly(dC) DNA were placed between Au/Ti elec-
trodes. The distance between the electrodes varied between
100 to 200 nm. A DNA solution was dropped between
the electrodes and allowed to dry. I–V curves were mea-
sured under three conditions: in air with 35% humidity, in
an oxygen–nitrogen (1:4 ratio) atmosphere with less than

0.1% humidity, and in a vacuum. For poly(dG)–poly(dC)
DNA at 1 V, the resistance increased from about 0.8 to
7 to 100 G�, for the three different conditions, respec-
tively. Finally, when poly(dG)–poly(dC) DNA was exposed
to pure oxygen gas instead of air, the conductance increased
by over 100 times. This shows that oxygen doping has a
larger impact on the DNA resistance than water. In the case
of poly(dA)–poly(dT) DNA, the conduction decreased when
the sample was placed in a pure oxygen atmosphere. These
results also support early findings that poly(dG)–poly(dC)
DNA is a p-type conductor and poly(dA)–poly(dT) DNA is
an n-type conductor [144, 147].

3.3. Charge Transport Mechanisms

The previous section reviewed the main experiments on
the transport properties of DNA, showing that in several
instances these experiments yielded contradictory results,
even on supposedly similar system configurations. This sec-
tion focuses on the interpretation of these experiments on
the basis of physical models. Over the past several years,
many transport mechanisms have been proposed to account
for differing experimental results. This does not come as
a surprise due to the wide range of conducting properties
found for DNA. Specifically, three possible mechanisms for
charge transport stand as the main physical processes: ther-
mal hopping, sequential tunneling, and coherent tunneling
(see Fig. 12). Polaron and soliton formation and transport
have also been investigated and will be discussed at the end
of this section.
In certain experiments, some of the three main mech-

anisms can be ruled out on the basis of the DNA con-
figuration or experimental conditions. For instance, in the
fluorescence experiments, charge could thermally hop from
base to base (see Fig. 12A). However, the thermal energy
required for this process is generally quite large; thus, this
mechanism is unlikely in this case, as in many other cases.
Charge can also sequentially tunnel from one site to the next
(see Fig. 12B). After each tunneling process the coherence
of the charge wavefunction is lost through dephasing pro-
cesses, such as scattering with molecular vibrations. Neither
of these mechanisms depends strongly on the DNA length.
Finally, charge can tunnel through a whole length of DNA
(see Fig. 12C). In this case, the charge wavefunction does
not lose phase coherence, so the process is called coherent
or unistep tunneling. This mechanism has a strong distance
dependence. In the case of DNA, many researchers have

B
C

A

x

E

Figure 12. Schematic of three possible mechanisms for charge transfer
in DNA, depicted as a series of energy barriers, (A) thermal hopping,
(B) sequential tunneling, and (C) coherent or unistep tunneling. The
vertical axis represents energy, E, and the horizontal axis represents the
spatial position, x.
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assumed that charge coherently tunnels through the whole
length of DNA, with a rate of charge transfer R,

R ∝ exp�−�L� (2)

where L is the length of the DNA and � is the tunneling
decay length. A large value of � means that the rate of tun-
neling will decrease rapidly with increasing distance. How-
ever, earlier measurements yielded seemingly contradictory
values for � [96–100].
Charge transport over large distances by a single tunnel-

ing step is unlikely. Theoretical studies have shown that the
rate of coherent tunneling should drop off dramatically with
distance [156]. Thus, many argue that sequential tunneling
is the most likely mechanism for charge transport in DNA.
Within this mechanism, holes have been studied as the likely
charge carrier. The G base is the most favorable site for
location of holes due to the order of the ionization poten-
tials (G < A < C < T), which is independent of nearest
neighbor bases [122, 157–169]. Many models have looked
into the possibility of hole transport via G bases, along with
other mechanisms of charge transport [170–194].
Berlin et al. did a quantitative analysis of sequential tun-

neling using kinetic rate equations [171, 172]. In this work,
sequential tunneling between GC pairs through a bridge
of AT pairs has been studied. A G+ radical is considered
as the charge donor and the base sequence GGG as the
acceptor, in close connection with the experiments by Meg-
gers et al. [75] and Giese et al. [195]. The base sequence
GGG acts as an acceptor due to the lower ionization poten-
tial compared to a single G base. The ratios of reaction
yields of water between the GGG site to the first G site,
and also the GGG site with all the other G sites, were
calculated. Tunneling rates from short DNA chains were
taken from theory and experiment [75, 188, 195] and used
to calculate the ratio of reaction yields for different base
sequences. A fair amount of agreement with experiments
has been obtained [75, 195]. Berlin et al. found that the rate
for sequential tunneling drops exponentially with distance
due to the reaction with water. The � parameter was found
to be 0.1 Å−1 for sequential tunneling, compared to a value
of about 1 Å−1 for coherent tunneling [156].
The physical meaning of the model is as follows. A hole

is generated on some G base (part of a GC pair) to obtain
a G+ radical. The hole is then assumed to hop along the
length of DNA to successive G bases, or, alternatively, the
G+ radical can undergo a reaction with water. If there are
some sites with a sequence of many G bases (i.e., GG � � �G),
then the hole is assumed to be transferred to the first G
base to obtain (G+G � � �G). This electronic configuration
can relax to the lower energy state (GG � � �G)+, trapping
the hole. Alternatively, the hole can transfer to adjacent sin-
gle G bases along the length of the DNA. If the time to
relax from the configuration (G+G � � �G) to the more stable
(GG � � �G)+ is small, the hole travels along the DNA until
it reaches a GG � � �G site, where it is trapped. On the other
hand, if the relaxation time is large, the hole will continue to
travel along the DNA without being trapped. The first pos-
sibility seems to explain the experimental data of [75, 195].
Berlin et al. [174] also studied the competition between

coherent and hopping transport using a one-dimensional

tight-binding model. In this model, the DNA sequence was
chosen to be of the form (AT)m–GC–(AT)n–GC–(AT)m. The
rate for tunneling was assumed to be

�tun exp�−�L� (3)

where L = �n + 1�a is the distance between the two GC
pairs, n is the number of AT pairs, a is the distance between
base pairs, � is the tunneling decay length derived from the
tight-binding model, and �tun is a fitting parameter. The rate
for thermal transport is assumed to be

�therm exp
(
− gG
kBT

)
(4)

where gG is the energy separation between the hole state
on the GC pair and the bottom of the AT band, which
is derived from the tight-binding model. There is a critical
value of n when these two rates are equal, at which the main
mechanism will switch from tunneling to thermal hopping.
Using this model, it is estimated to be between three and
five, depending on the value of the transfer integral between
adjacent base pairs. This is in agreement with the experi-
mental work of Giese et al. [123], where the transfer rate has
been found to drop exponentially up to a bridge length of
three AT pairs. This also agrees with experimental evidence
that suggests some charge is localized on the AT bridge [124,
125]. In this context, the effects of fluctuations and struc-
tural distortions have also been considered [86, 173, 175,
196–202].
Long-range charge transfer has also been studied with

a scattering matrix formalism and Büttiker’s dephasing
model [177–181]. The idea behind this approach is that
in complex systems, like DNA, charge transfer is unlikely
to occur in a single step. Thermal motions of the DNA
structure, solvation effects, etc., can break the phase coher-
ence of the charge carrier. The approach thus combines the
coherent tunneling and sequential tunneling mechanisms,
with relative amount of one to the other determined by the
strength of the dephasing. This approach has been success-
fully employed to account for the experimental results of
Porath et al. [135] and Li and Yan [179] on a DNA molecule
with 30 GC pairs between two electrodes. A good agree-
ment between experiment and theory has been obtained by
assuming partial dephasing.
Using a similar model with two different channels,

one for each relative magnetic polarization of the elec-
trodes, Zwolak and Di Ventra [203] predicted that a short
poly(dG)–poly(dC) DNA molecule should behave as a spin-
valve device; that is, the resistance of the molecule can be
changed according to the relative magnetization of the elec-
trodes (see Section 4). Preliminary results from Kasumov
seem to confirm that spin-dependent transport can be
observed in DNA [204].
Cuniberti et al. [205] used a tight-binding model which

includes coupling of the bases to the phosphate back-
bone to calculate the transport properties of a 30-base pair
poly(dG)–poly(dC) DNA between two electrodes. By fit-
ting some parameters in the Hamiltonian, a fairly good
agreement between the theoretical and experimental I–V
characteristics has been obtained [205]. This result suggests
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that the large resistance of the poly(dG)–poly(dC) DNA
could be due to the backbone coupling.
Finally, we need to mention that apart from the

three main transport mechanisms discussed in this section,
polaron [6, 87, 121, 144, 206–212] and soliton [213, 214] for-
mation in DNA have also been investigated. The former
relates to the coupling of the electronic and vibrational-
mode degrees of freedom, and the latter relates to the for-
mation of domain walls in dimerized bonds of DNA.
Schuster et al. suggested a phonon-assisted, polaronlike

hopping mechanism for charge transfer [121, 208]. Since
structural fluctuations of DNA are relatively fast [215–217],
the local structure around a charged base is likely to rear-
range. The distance in between base pairs would thus
decrease; the angle between base pairs could also decrease.
Other structural changes that trap the charge might occur
as well. The resulting polaron could then move through the
DNA via temperature-induced structural fluctuations.
Bruinsma et al. suggested, based on a tight-binding model

which includes structural fluctuations, a polaronlike hop-
ping mechanism, where the hopping is controlled by struc-
tural fluctuations [196]. Charge transfer would then increase
strongly with temperature, an effect that is actually observed
in some experiments [86, 130]. Barnett et al. put forth an
explanation of this temperature dependence which relies
on fluctuations in the location of the counterions on the
DNA [218]. By performing first-principles calculations, these
authors have shown that different counterion configurations
can lead to localized hole states. Therefore, fluctuations of
the counterions could induce movement of the holes. This
would also lead to an increase of the rate of charge transfer
with increasing temperature.
Yu and Song [201] explained the temperature depen-

dence observed by Tran et al. [130]. Tran et al. found that
the conductivity increases slowly with increasing tempera-
ture. However, at high temperatures, the conductivity has
been found to be strongly dependent on temperature [130].
This result can be explained by invoking a “variable-range
hopping” model with a temperature dependent localization
length. Here, the probability of hopping is dependent on two
mechanisms, both tunneling (characterized by the localiza-
tion length) and a thermally activated hopping. Thus, the
most probable distance for hopping is due to the competi-
tion between these two mechanisms. If this is the case, there
is a critical temperature above which the most likely hop-
ping distance becomes smaller than the distance between
bases. Above this temperature, the hopping mechanism can
only be thermally activated. This fact alone is enough to
describe a transition from weak temperature dependence to
strong temperature dependence. However, the results from
this model do not fit well with experiment [130, 201]. Yu
and Song thus calculated the localization length using a
tight-binding Hamiltonian which includes fluctuations in the
angle between adjacent base pairs. With this correction, the
“variable-range hopping” model seems to give the correct
temperature dependence.
Hjort and Stafstrom studied charge transfer in poly(dG)–

poly(dC) DNA using a tight-binding Hamiltonian [219].
These authors found that including fluctuations of the
angle between adjacent base pairs decreases the conductiv-
ity of DNA. Likewise, Grozema et al. used a tight-binding

Hamiltonian with an electronic coupling that depends on the
angle and distance between adjacent base pairs to study
the effect of fluctuations [175]. These authors found that
the mobility of poly(dG)–poly(dC) DNA decreases by an
order of magnitude when structural fluctuations are taken
into account. Furthermore, Grozema et al. found that dis-
order in the site energies of the tight-binding chain, due to,
for example, an inhomogeneous distribution of counterions
on the DNA, can reduce the mobility by another order of
magnitude [175].

4. DNA APPLICATIONS
IN NANOSCALE ELECTRONICS

In this section, we discuss the possible application of DNA
as an electronic component and its use as a self-assembling
template. In the latter case, DNA has been found to aid
in the assembly of novel nanoscale structures, which could
not be assembled otherwise, and could potentially speed up
self-assembly of existing structures.

4.1. DNA Nanoscale Wires

Braun et al. carried out an interesting application of DNA
in a rudimentary nanoscale circuit [101, 220]. These authors
made a silver wire using DNA as a template [101]. The
fabrication method is outlined in Figure 13. Two different
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Figure 13. Assembly of a silver wire from a DNA template. (a) The
electrodes with attached oligonucleotide groups. (b) A DNA molecule
bridging between the two electrodes. (c) Ion exchange of sodium ions
with silver ions. (d) Silver deposition onto the DNA. (e) Conductive sil-
ver wire. Reprinted with permission from [101], E. Braun et al., Nature
(London) 391, 775 (1998). © 1998, Nature Publishing Group.
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12-base oligonucleotides are attached to one of two gold
electrodes through a disulphide group at their end. The two
electrodes are connected by placing them in a solution of flu-
orescently labeled �-DNA. Two 12-base “sticky ends” were
added to the �-DNA. One of these ends hybridized to an
electrode. The DNA was then stretched to the other elec-
trode by flow of the solution.
Using an ion-exchange process, Na+ ions on the DNA

backbone are replaced with Ag+. The silver ions are reduced
by a basic hydroquinone solution. Extra silver metal is
then deposited by addition of an acidic Ag+/hydroquinone
solution. The resulting silver wire between gold electrodes
12 �m apart is shown in Figure 14. AFM imaging has been
used to verify the presence of only a single wire.
The wire, shown in Figure 14, had grains of 30–50 nm con-

tinuously placed, and overall had a width of about 100 nm
and a length of 12 �m. The size and structure of the wire
could be controlled during the different fabrication steps.
However, wires with grain sizes of 25 nm or less were found
to be discontinuous [101]. The I–V characteristics of the sil-
ver wire are shown in Figure 15. Its resistance was greater
than 1013 � in the region of low bias. These curves were
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Figure 14. Silver wire fabricated from a DNA template. (a) A 1.5 �m
field size image of the silver wire. (b) A 0.5 �m field size image.
Reprinted with permission from [101], E. Braun et al., Nature (London)
391, 775 (1998). © 1998, Nature Publishing Group.
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Figure 15. (a) I–V characteristics of the 12 �m long and 100 nm wide
silver wire. The arrows show the direction of the voltage scan. (b) I–V
characteristics of a silver wire with more silver deposited. The upper
inset shows I–V curves with silver deposition and no DNA bridge. The
lower inset shows the I–V curve with a DNA bridge and no silver depo-
sition. Reprinted with permission from [101], E. Braun et al., Nature
(London) 391, 775 (1998). © 1998, Nature Publishing Group.

reproducible, as shown in Figure 15a, but they showed hys-
teresis whose origin is still unclear. Figure 15b shows a wire
where more silver was deposited. A smaller current gap was
found in this case, and the resistance was reduced at higher
voltages from 30 to 7 M�, showing that the electrical con-
ductivity can be somewhat controlled by silver deposition.
The large current gap in the first case is still unclear. It

can be attributed to grain boundary effects or to Coulomb
blockade. For practical applications, ohmic behavior is, how-
ever, desirable. In this respect, Richter et al. succeeded
in making a palladium wire which displayed ohmic behav-
ior [102, 221–223]. A single palladium wire is shown in
Figure 16. A drop of �-DNA solution was placed on gold
electrodes. The capillary forces of the evaporating drop
aligned the DNA chain between the gold surfaces. A pal-
ladium solution was then put on the sample and reduced
by addition of a different solution. Finally, the sample was
rinsed in order to remove clusters that formed without the
DNA. Further addition of palladium solution and reduc-
ing agent caused more growth. Like the silver wire, sepa-
rate metal clusters were observed which eventually become
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50 nm
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4 µm

Figure 16. Palladium wire made from metallization of �-DNA.
Reprinted with permission from [102], J. Richter et al., Appl. Phys. Lett.
78, 536 (2001). © 2001, American Institute of Physics.

continuous with increased deposition. However, unlike the
DNA-template silver wire, the grain sizes were about 3 nm,
and the metal clusters aggregated into a continuous struc-
ture at about 20 nm of thickness. A linear dependence of
the resistance on wire length has also been found [102, 221,
222]. Since none of the wires, including very thick ones,
displayed a resistance below ∼5 k�, a contact resistance
was likely present. This minimum resistance was significantly
reduced by “pinning” further wires to the gold electrodes,
using electron-beam-induced carbon lines.
Since the fabrication process generates many wires, the

resistance of each wire was measured by systematically cut-
ting each one. The resulting wires displayed ohmic behav-
ior (see Fig. 17). The measured resistance was found to
be about 700 �, which gives a specific conductivity of 2 ×
104 S cm−1 (i.e., about one order of magnitude less than
bulk palladium).
Richter et al. more recently measured the resistance of

DNA-templated palladium wires at low temperatures [224].
Above 30 K, the resistance of these wires decreased with
decreasing temperature. However, below 30 K, the resis-
tance increased. This type of behavior is observed in two-
dimensional 2D disordered metals, like palladium films of
similar thickness, where localization occurs due to backscat-
tering without loss of phase coherence of the electrons. The
disorder in the palladium wires was attributed to the pres-
ence of grain boundaries. In order to decrease the amount of
disorder, the DNA-templated palladium wire was annealed.
After annealing, the wire no longer showed an increase of
resistance at low temperatures, indicating that the resistance
increase is indeed due to disorder.
Other groups have also succeeded in fabricating DNA-

based nanowires [225–227]. For instance, Harnack et al.
made a gold wire network on a DNA template [225].
Gold nanoparticles of 1–2 mm capped with tris(hydroxy-
methyl)phosphine were bound to DNA [225]. Nanowires as
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Figure 17. I–V characteristics of the palladium wire. Squares corre-
spond to the wire as grown; triangles refer to the wire after it was cut.
The inset shows the I–V characteristics at low voltages. Reprinted with
permission from [102], J. Richter et al., Appl. Phys. Lett. 78, 536 (2001).
© 2001, American Institute of Physics.

small as 30–40 nm with resistivities about 1000 times larger
than bulk gold were fabricated [225]. Ford et al. were able
to assemble DNA with 1 nm size platinum grains as a pre-
cursor to a larger wire [226]. In this case, the platinum was
bound directly to the bases, instead of exploiting the ionic
interaction with the backbone. The idea is to be able to cre-
ate smaller wires with the desired I–V characteristics [223,
226, 228].
Kumar et al. exploited the electrostatic interactions with

the DNA backbone to create linear arrays of nanoparticles,
which could potentially be used to create an array of
wires [229]. Lysine-capped, ∼3 nm colloidal gold particles
were mixed with DNA. The DNA–gold hybrids were sepa-
rated out after the solution sat for two hours. The exper-
iment was carried out with two types of synthetic DNA
and calf-thymus DNA. Figure 18A shows the transmission
electron microscopy (TEM) image of a 15-base pair, syn-
thetic DNA–gold hybrid on a carbon coated TEM grid. The
linear arrays of gold nanoparticles can clearly be seen in
the image. The separation of the arrays is about 9 nm.
Figure 18B shows the scanning tunneling microscopy (STM)
image of the 30-base pair synthetic DNA–gold hybrid on
a silicon wafer. However, the electrical properties of these
structures have not been measured, so no conclusion can be
drawn about their conducting properties. Sastry et al. cre-
ated DNA–gold hybrids using similar methods [230].
Another way of fabricating nanowires is to use M-DNA

[231–233]. In M-DNA, the imino proton (a proton attached
to a nitrogen which is double-bonded to a carbon) is
replaced by a divalent metal atom, like Zn2+, Co2+, and
Ni2+ [233]. B-DNA together with one of those ions will form
M-DNA in a solution with a pH larger than 8. The metal
ion not only alters the electronic structure of DNA but also
its physical structure. The base pair separation is about 4 Å
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Figure 18. (A) TEM image of a 15-base pair synthetic DNA–gold
hybrid on a carbon coated TEM grid. (B) STM image of the 30-base
pair synthetic DNA–gold hybrid on a silicon wafer. (C) Height versus
distance along the line shown in (B). (D) Schematic of the DNA–gold
hybrid. Reprinted with permission from [229], A. Kumar et al., Adv.
Mater. 13, 341 (2001). © 2001, Wiley–VCH.

in M-DNA compared to 3.4 Å in B-DNA. Figure 19 shows
the base pairs in M(Zn)-DNA.
To measure the I–V characteristics, a DNA chain was

placed across a deep gap, which kept salt bridges from
forming and guaranteed that the DNA chain was the only
conducting element of the device [231]. This was done by
placing a drop of either B-DNA or M-DNA across the
electrodes. The corresponding current–voltage characteris-
tics in vacuum and at room temperature were measured.
The B-DNA displayed semiconducting behavior, with a cur-
rent gap of about 200 meV. The M-DNA, however, showed
no gap but comparable behavior at higher biases. The lack
of a current gap was attributed to the zinc ions bringing
the edge of the DNA molecular bands closer to the Fermi
level of the gold electrodes. As in the experiment of Braun
et al. [101], transport through B-DNA with “sticky ends”
has also been measured. In this case, large-bandgap semi-
conducting behavior was observed in B-DNA, reminiscent
of the behavior found by Porath et al. [135]. The presence
of this large current gap was attributed to the end groups
limiting the current.
The same group finds that electron transfer is greatly

enhanced in M-DNA compared to B-DNA from fluo-
rescence quenching measurements [232, 234, 235]. Most
recently, significant quenching at distances up to ∼150 nm
has been reported [232, 234, 235]. Weak distance depen-
dence suggests that electron hopping is the main mechanism
for transport in M-DNA.
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Figure 19. Base pairs in M-DNA, with Zn2+ as the metal ion.

Zwolak and Di Ventra recently suggested that short DNA
wires can be used as spin valve devices [203]. A short
poly(dG)–poly(dC) between two magnetic electrodes was
studied as an example. By assuming negligible spin-flip scat-
tering in the wire and at the contacts, magnetoresistance
values of as much as 26% for Ni and 16% for Fe contacts
were predicted. The magnetoresistance is defined as �Ranti−
Rparallel�/Ranti, where R is the resistance for each relative
magnetization of the electrodes. The calculated magnetore-
sistance is shown in Figure 20. Kasumov recently performed
experiments with DNA between permalloy electrodes [204]
and actually observed spin-dependent transport in DNA.
Finally, Ben-Jacob et al. suggested, based on the idea that

each phosphate group can act as a tunnel junction, that
DNA could be used as a transistor or even as a quantum
bit [214, 236].

4.2. DNA Self-Assembly

The different properties of DNA make it particularly ver-
satile in several applications from computation to fuel-
ing nanomechanical devices [237–250]. In addition, DNA’s
recognition ability has been found to help in the self-
assembly of novel nanoscale structures out of “nanoscale
building blocks” (e.g., nanoparticles) [103, 251–255]. In this
section, we will review the research done on assembling
large-scale structures relevant to nanoscale electronics using
DNA.
Ordering of nanoparticles is important to realize elec-

tronic devices and storage media. However, it is a difficult
task, for instance, to order hexagonal closed-packed struc-
tures [256–260]. A DNA template, on the other hand, is
flexible enough that it can be shaped in many different ways.
For example, several geometrical structures of DNA have
already been made, such as cubes and knots [261]. Periodic
arrays are being examined as the main components in nano-
scale memory devices and other electronic applications. One
potential downfall of using DNA in these applications is that
the resulting structures are not rigid [261]. However, this
problem can be overcome by assembly onto surfaces (see,
e.g., [262–265]). Before discussing different nanoparticle
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Figure 20. Theoretical magnetoresistance for 30-base pair poly(dG)–
poly(dC) DNA between nickel and iron electrodes as a function of bias.
Reprinted with permission from [203], M. Zwolak and M. Di Ventra,
Appl. Phys. Lett. 81, 925 (2002). © 2001, American Institute of Physics.
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structures, we review some recent work on molecular lithog-
raphy (i.e., the patterning of functional devices) using DNA.
Keren et al. demonstrated molecular lithography using

DNA [266]. The suggested process starts with a polymer-
ization of RecA protein monomers with a single strand of
DNA. The RecA protein mediates homologous recombi-
nation between the single strand of DNA and a double
strand of DNA. Homologous recombination binds the sin-
gle stranded DNA to the double-stranded DNA with an
identical sequence. Thus, the sequence of the single strand
of DNA will determine where it is “placed” on the double
strand of DNA. As a consequence, the new double strand
of DNA has a section which has the RecA protein bound
to it. This section is not coated with metal in the process
that will be described. A gold wire was fabricated on the
DNA template as follows. The new double strand of DNA
was stretched across a passivated silicon surface and then
incubated in an AgNO3 solution. The original double strand
of DNA had aldehyde bound to it. The aldehyde allowed
for small silver aggregates to form on the DNA. The DNA
was then further metallized by electroless deposition of gold
on top of the silver. This process produced a piece of DNA
wire on an insulating surface, which had an insulating gap
on the portion where the RecA was bound. It was found that
the conductivity of a 50–100 nm thick gold wire, using the
aforementioned process, was only about one-seventh that of
bulk gold.
Small particles can also be attached to the RecA bound

length. A single strand of biotin-labeled DNA binds specif-
ically to the length of DNA that is bound to the RecA.
It remains bound even after the protein is removed. This
product, then, was used to specifically bind streptavidin-
conjugated gold nanoparticles, which attach only to biotin-
labeled DNA. After further gold deposition, a piece of
metallized DNA formed between two sections of DNA.
Using a similar process, Keren et al. were also able to fab-

ricate a gold cluster [266]. This was done by reacting the pri-
mary antibodies of RecA with the DNA that had the RecA
bound length. Then secondary antibodies were used with
conjugated gold particles. The latter bind to the antibod-
ies. After further gold deposition, the result was a piece of
DNA with a localized metal cluster. In addition, by using two
double strands of DNA, Keren et al. were able to demon-
strate the ability of RecA to create a three-arm junction at
a specific location on the DNA. This work demonstrated
the potential of DNA to integrate devices on the molecular
scale and to create novel functional devices.
Other researchers have focused on the organization of

nanoparticles [251, 252, 267, 268]. Although no specific
device/structure has been created for use in molecular
electronics, this research area shows tremendous potential.
Alivisatos et al., for instance, have attached single-stranded
DNA to gold nanoparticles. The latter self-assemble onto
a complementary DNA template [252]. This approach can
form complex structures. Using a similar strategy, Mbindyo
et al. attached gold wires to a gold surface [267]. In these
structures, single-stranded DNA was attached to specific
sites of gold wires 200 nm in diameter. These strands of
DNA were complementary to strands on a gold surface.
Other strategies have also been used to attach nano-

particles to surfaces [269]. As an example, Coffer et al. used

DNA as a template for the formation of CdS nano-
particles [265, 270–272]. Cd2+ ions were added to a solution
of plasmid DNA, which formed a DNA/Cd2+ complex via
electrostatic interaction with the DNA backbone. The DNA
was then bound to a solid surface. An array of CdS nano-
particles formed along the DNA upon addition of H2S. The
resulting nanoparticles were relatively monodisperse. Fur-
ther study has shown that the particular sequence affects the
size of the particles [271].
The use of streptavidin–biotin interactions has also

been suggested to create arrays of nanoparticles and
molecules [273–275]. Winfree et al. used double crossover
DNA (i.e., two double-stranded DNA chains which are
linked twice by a crossover junction) to create two-
dimensional DNA crystals [237]. These methods were shown
to be useful in the creation of regular structures.
Mirkin et al. [251] and Alivisatos et al. [252] were among

the first to link nanoparticles together using DNA. Mirkin
et al. attached two different oligonucleotides to different
13 nm gold particles using a thiol group [251]. Upon addi-
tion of a duplex DNA with two “sticky ends,” each comple-
mentary to one of the oligonucleotides, the gold particles
were networked together. Mirkin et al. found the forma-
tion of ordered 2D networks of the gold particles. If heated
above the dissociation temperature of the DNA duplex,
the process could be reversed. This method allows for the
assembly of structures with a wide range of parameters
(e.g., nanoparticle spacing, size, and composition) [276–278].
Park et al. measured the conductivity of these gold nano-
particle networks [279] and found semiconducting behav-
ior regardless of the length of the DNA linker. This was
attributed to collapse of the network upon drying. Mucic
et al. even assembled binary networks of gold nanoparticles
with two different sizes [276]. A similar method to those just
described was extended to other types of nanoparticles as
well [277].
Alivisatos et al. assembled 1.4 nm gold particles with one

N -propylmaleimide attached [252]. This maleimido group
could be coupled to a sulphydryl group on an oligonu-
cleotide. Adding a single-stranded DNA as a template,
these oligonucleotide substituents formed the corresponding
duplex DNA. With this method, Alivisatos et al. were able to
create well spaced gold particles along the DNA template.
Niemeyer et al. used streptavidin as a model parti-

cle to which only a few biotinylated DNA molecules can
bind [280]. These researchers found that by changing the
ionic conditions, the streptavidin–DNA network changes.
Under ionic conditions, double-stranded DNA condensed
into supercoils (i.e., the double helix axis is itself twisted).
This caused the contour length of the DNA to decrease,
thereby bringing bound streptavidin closer together, hence
changing the topology of the networks. Transition in the
structure of DNA is a mechanism behind nanomechanical
devices based on DNA [243, 244, 249].
Dwyer et al. functionalized carbon nanotubes with

DNA [281]. Open-ended, single-walled carbon nanotubes
with terminal carboxylic acid groups were reacted with
amino-terminated DNA strands. This reaction covalently
attached the DNA to the nanotube. Exploiting DNA’s self-
assembly properties, these functionalized nanotubes could
be assembled onto surfaces or into structured networks.
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Another approach to build functional devices has relied
on the modification of semiconductor surfaces with DNA.
These modified surfaces can then be used to fabricate nano-
scale electronic devices [282, 283]. Pike et al., for instance,
used photolithography and anodic etching on a silicon sur-
face with a carbon monolayer to attach double-stranded
DNA in an organized manner [282]. However, a good elec-
trical contact between the DNA and the surface has yet to
be established.
Demers et al. used “dip-pen nanolithography” to pat-

tern DNA on a gold surface and on a silicon oxide sur-
face [284]. Dip-pen nanolithography consists of a silanized
AFM tip, which is dipped into a “DNA ink” (i.e., a solution
of 90% dimethyl-formamide/10% water containing 1 mM
DNA and 0.3 M MgCl2). The “AFM pen” is then used
to directly “write” the DNA onto the surfaces. The DNA
used consisted of hexanethiol-modified oligonucleotides. In
one case, dip-pen nanolithography was used to “write” DNA
onto a gold surface, where the thiol group adsorbs onto
the surface [284]. The surface was then placed into a solu-
tion containing an alkane-thiol, which protects the surface
from adsorption of other elements, (e.g., nanoparticles).
The DNA-patterned gold surface was then used to assem-
ble DNA modified gold nanoparticles. One benefit of this
method is the ability to write patterns on the surface with
different oligonucleotides, which can then be used to assem-
ble more complicated structures. Another benefit is the
ability to vary the feature size by varying the experimen-
tal conditions while writing to the surface. A change in
humidity of 15% was found to change the size of the DNA
spot six times [284]. Demers et al. also used this method
to pattern DNA on a silicon oxide surface [284]. Here, an
oxidized silicon wafer was activated by treatment with 3′-
mercaptopropyltrimethoxysilane. The DNA in the “DNA
ink” was an oligonucleotide modified with an acrylamide
group, which reacts with the silane on the silicon surface.
Finally, protection of the rest of the silicon surface was done
by reaction with acrylic acid.
We conclude this section by noting that although func-

tional nanoparticle networks for nanoscale electronics have
yet to be demonstrated using DNA assembly, rapid progress
in this area suggests that such goal is not so difficult
to achieve. For instance, an aspect of this research that
has yet to be developed, but which shows great potential
for applications, is the assembly of magnetic nanoparticles
using DNA. Assembling nanoparticles with coercivity large
enough to maintain their magnetization at room tempera-
ture would constitute a considerable advancement in creat-
ing self-assembled nanoscale memory devices.

5. CONCLUSIONS
We have reviewed the transport properties of DNA with par-
ticular emphasis on its possible use in nanoscale electronics.
DNA shows a large number of conducting properties due
the large phase space in which it can be made and assem-
bled. The physical interpretation of these properties is not
completely clear yet. Notwithstanding this, DNA is already
occupying an important place in nanoscale science due to
its self-assembly and recognition properties. The different
functional properties of this important biological molecule

promise to find practical use in many electronic applications
that have yet to be completely explored at the nanoscale.

GLOSSARY
DNA Deoxyribonucleic acid. DNA is a macromolecule
made of four different monomers. Each monomer unit,
called a nucleotide, consists of a phosphate group, a five-
carbon sugar, and one of four bases.
Fluorescence The emission of light by a substance imme-
diately after the absorption of energy from light of usually
shorter wavelength.
Molecular lithography The use of information stored in a
molecular structure to direct the formation of a patterned
structure at the nanoscale.
Self-assembly Coordination of several entities to form a
larger structure (e.g., the coordination of molecules and a
gold surface to form a layer of molecules on that surface).
Sequential tunneling A mechanism of charge transport
through a series of energy barriers. Each barrier is trans-
versed by tunneling, and the charge carrier is localized
before it transverses the next barrier.
Thermal hopping A mechanism of charge transport which
relies on thermal excitation of charge carriers to give them
the required energy to transverse an energy barrier.
Tunneling A mechanism of charge transport which relies
on the quantum mechanical nature of charge carriers that
allows particles to transverse an energy barrier at a lower
energy than the barrier itself.
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